chapter 9

Equations

A system of m linear equations in n unknowns (varia.bles) 1 written as

+01n$n = bj

a1 + a1y + - - -

n = b (5.1)
= by,.

The quantities @1, w2, ..., @, are the unknowns (variables)

a11, 12, -+, @ are the coefficients of the unknowns of the s
by, b,... by, are constant or free terms of the system.
The above system of equations (5.1) can be written as

of the system and
ystem. The numbers

n
E ai;T; = by, 1=1,2,...,m. (5.2)
j=1
Also, the system of equations (5.1) can be written in matrix form as
AX = b, (5.3)
Where ] iy, | BN
{ ¢11 a2 --- Q1n-7 by 29
d21. @2 -+ G2p _ :
""" b= and X = 1 . (5.4)
Qi1 Q2 -0t Qin bi T
L Am1 Qm?2 " Qmn | b, | Tin |
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Two basic techniques are used to solve a system of linear equations:

(i) direct method, and (ii) iteration method. |
Several direct methods are used to solve a system of equations, among ther, s

are most useful. -
(i) Cramer’s rule, (ii) matrix inversion, (iii) Gauss elimination, (iv) decompostigy ..

The most widely used iteration methods are (i) Jacobi’s iteration, (ii) Gass-Seigy

iteration, etc.

Direct Methods
5.1 Cramer’s Rule

To solve a system of linear equations, a simple method (but, not efficient) was discovers
by Gabriel Cramer in 1750. ‘ '

Let the fieterminant of the coefficients of the system (5.2) be D = |ajf:ij=
1,2, 2T Le, D = |A|. In this method, it is assumed that D # 0. The Cramers
rule is described in the following. From the properties of determinant

ail a2 -+ ap, T1a11 ary - ay,
a] @ng -

1D = g, | 2 Y2 G2n | _ | 21091 a9y --- ag,
anp1 Q
.nl n2 Qpp Z1Qn1 Qo - - Qnn,

GITLF G12Zy - t ayzy gy

. . a’_l'
_ | @21Z1 + agxy 4 ... X n
a e T0nTn agy - ay, [Using the operation

Ci =C +x9Ca+ -+ +;l',,0n']

Un1Z1 T Gpay + .
nl1L] + (paty 1 nnZn Gpy + .. Unp
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bl‘ a2 -
b2 ags -

. ' bn Qno *
= Da:l (say).

* Aln

[Using (5.1)]

by ayiy1 -

Scanned with CamScanner



Causs Elimination Method
S

’ method. the variables are eliminated by
nrl]‘S

‘ a process of systematic elimination.
. the system has n variables and n equati

. ! ons of the form (5.1). This procedure
s the system of linear eguai_slons to an equivalent upper triangular system which
2 e solve d by back—substitution. To convert an upper triangul
=0 v

W

A _ . ar system, rp is
jminated from second equation to nth equation, x, is eliminated from third equation
i .

. nth equation, T3 18 eliminated from fourth equation to nth equation, and so on and
sally, In-1 18 eliminated from nth equation.

To eliminate z1, from second, third, - -+, and nth equations the first equation is mul-
as1 asi an1

alied by ——, ———, ..., ——— respectively and successively added with the second.
' a; a1 a11 *

tird, ---, nth equations (assuming that ay; # 0). This gives

a11T1 + @122 + @133 + - + AinTn = b1

1 1
Sz +alTs + -+ aflm, = by
T Q) 1 B e
05(312)372 + ag]é)m'& G+ 4 a(STan = bg’) (0.12)
( ), — p)
05,12)332 i 045113)373 s e angfbn = by,
there '
1 _ E'?'_l. g = yonay Tl
saln, ¢ eliminate z, from the third, forth, ..., and nth equations the second equa-
tiog (1 1 ) : (1)
lsmultiplied by _a32) B agz) o 9—%% respectively (assuming that aya # 0), and
‘ 1)’ e be d
(1) ag2) das

o%)

.
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=
successively added to the third, fourth, ..., and 7th equations to get g, ey \

. Syt
equations as ' U i

a1 + a12T2 + 01373+ F GnTn = by

1 1
aélz)xg + a%)xs +oF a’gn)m” = b;(g :

where

Finally, after eliminating z,_1, the above system of equations become

a1 +a12Z2 + a1383 + - - + a1y, = by

A
aymy + agws + - +af)z, = o)

. ag?ﬂ?é{ - +IG‘Z(33‘L):E” = bi(iz) 1y

..................

a{t Vg, = p-1)
where,
0 _ -1 _ o D )
) el ik —1),
o =l - ey o7,
Ark
BI=kAL 0w k=12 n-1 and oY = 0y pg=19,...m
Now, by back substitution, the values of the variables can be found as follows:
bg_tn—l) . ' . "
(n=1) from the last but one equation, i.e., (n-1)
. . Ann )
equation, one can find the value of Tn—1 and so on. Finally, from the first equation ®
obtain the value of x1.
The evaluation of the elements ag.“) ’s is a forward substitution and the determil_lf"
tion of the values of the variables z;’s'ig 3 back substitution since we first determ® |
the value of the last variable z,,. .

From last equation we have, z,, =
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¢.5.1 Solve the equations by Gauss elimination method.
- _1‘ _rl — .T‘), _*_ 2.T3 = 2‘ 2I| ~+.‘ 2.T‘2 - .rﬂ a— :;

J I3

;\[nltil’l."i"g the second and third cquations by 2 and 1 respectively and

o+ (hom from first. equation we get,
{ing

2v1 + 13+ 13 = 4
3-7“2 e 3.7‘3 =)
—Iq + 2.[‘3 = 1,

- third equation by =3 and subtracting from second equation we obtain

paltiply 1o .

2ry+ a2+ a3 =4
3.’1:2 —_ 3:},‘3 = 0
3.’1)3 = 3

_, the third equation x3 = 1, from the second equations 9 = z3 = 1 and from
. first equation 271 =4— 19— 23 =20r, 11 = 1.
- rofore the solution is £ = 1,22 = 1,23 = 1.

“ sle 5.5.2 Solve the follo_wirig_ systém of equations by Gauss elimination
Eih  partial pivoting). =~ i
od (use p P b) g + 2$3 T
T 4229 +4uy = 11
—3T1 + T2 — 0Ty ="-—12.

Solution. The largest element (the pivot) in the coefficients of the V&!‘ii-lble Ty is —3.
ftained at the third equation. So we interchange first and third equations

—3z1 + 29 — 513 z"——12
r1 + 219 + dz3 = 11 |
9 + 2x3 = O.

lultiplying the second equation by 3 and adding with the first equation we get,

—3zy + a2 — dT3 = —-12
Tp + T3 =
xg + 23 = O

'
|
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which

socond pivot 18 1. :
. : [ TOWS.

pivot to avoid interchange ©
equation, wo obtain
' oy = —12
3 42 — O3 _
re+ I3 = 3

-—zl

—x3

d - - - " » -‘
itut » values of x3. T2, T are obtained as
Now bv hack substitution. the value ;

3 py = -—1(—-1‘2. — a2+ 5a3) = 1.
.I‘::':f..r:=o—-;1“3=1..11- 3

- - _ ey aalt - : 2‘
Hence the solution 1s I3 = 1.2 =1, T3 _

'« at the positions az and agp,
Now. subtracting the third cquation From N
8

Pﬂkil]g a ‘

o
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