R
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tracheal venuld

Solution : il

j m of products - el

1. Computation ?fﬁbﬁnﬁf;ﬂ 6_3;1, tﬂc scores of tracheal ventilation (X) ani g

g 6.5 for further treatment.

consumption (Y) are entered in Table
n of sum of products and sum of squares.

1

; utatio
;hblc = :ﬁmp Y- X y-F x-XF* (X- X) (i'—_j
66.0 3.3 =125 - 0.7 156.25 + 8.75
89.1 4.9 + 10.6 + 0.9 112.36 + 954
72.0 35  —-65 - 05 42.25 + 3.25
87.5 4.7 + 9.0 + 0.7 81.00 + 6.30
75.2 37 =44 ~10.3 10.89 + 0.99
78.2 4.0 - 03 0 0.09 0
83.5 4.3 +5.0 +0.3 25.00 + 1.50
71.6 3.4 - 6.9 — 0.6 47.61 + 4.14
85.6 4.4 + 7.1 + 0.4 50.41 + 2.84
76.3 3.8 —29 =0 4.84 + 044
X 785.0 400 = = 530.70 mETTT
K== T80 g pZ¥_40
n 10 %

e O-F) 3775
2X-X)* 53079 Q071

2. Computation of by, from
From the dat, of




seores. (ii) Scores of each variable g
. nodal, bilaterally s - ould be distriby
:’Ej;:r]'buriﬂn with nn:: m}":‘;‘lﬂ::éfu;;ssa ln;um symmetric, lif:mm! or nearly normal
association between the jfar}atinns of the :::3, :,a‘lih{lll] Then: shm?id exist a linear
twgdvam;l;ttsi :ﬂl‘[ ]farl:h individual of case shﬂﬂlﬁd [l-le:{, (1v) Trﬁel:im_r of scores nlf the
n, e la i e
m:rcz . this Tﬂ&lgassum;fi;lr ePTﬁbahﬂ]t}.r and independent 2?;1 uﬂlé?sgﬂ::rsi :;
= ulation, enabling the inf, o fuakihe Sample may be a representative of the
P " ; €rence made from the i
corresponding population. sample to be generalized for the

It follows from these assumptions that

correlating such variables as are pot asso

pature (e.g., heart rate, cell count ang litter si; : ! _
or nonmeasurable qualitative varigbjeg Size) or are ordinal variables (e.g., ferocity)

o (e.g., se : :
skewed or non-normal distributions i the I%Uﬁlllzuz[;d race), or have prominenily

6.3.2. Properties of product-moment , '!I

(a) The magnitude of the computed ;
between the variables while its algebraic s

in the population in a

“?ﬂ Product moment r cannot be used in
clated linearly, or are discontinuous in

is a measure of the strength of association ||.
I i : 'en indicates whether thé variables vary in
the same direction (positive) or in Opposite directions (negative). Thus, + 0.80 indicates

I
a high posill':lve c{)rre]al_:ml, — D:'FE shows a high negative correlation. +0.14 indicates ‘
a low positive correlation, while 0.00 means the absence of any linear correlation.

(b) If every score of any or each variable is multiplied, divided, added or subtracted
by a constant number, it does not result in any change in the r value between the two .
variables.

(c) Correlation depends on that proportion of total variance of each variable i
which is associated with the variance of the other. This makes the value of r directly |
proportional to the covariance of the two variables. Where X and Y are the scores, |
X and ¥ are the means, S, and s are the unbiased standard deviations, and Cov(X,Y)

is the covariance of two variables, and n is the sample size,

=3 e o
s = [EX—X) e ,M, Cov(X.}’]=E(X XY Y);
x n—1 ¥ n—1 n—1i

Col(Xi¥) B - X)X —¥)
58,  (a=D)ss,

¥ =
(d) The r values, computed between two given variables in different samples

from the same population, lie dispersed forming a samp‘iing di.srribt::rfan of r amung
e population correlation coefficient (p) because of their varying differences, calle
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As the computed ¢ exceeds the Critical ¢

ejected and the computed R, . is significant P'is too low (P < 0.05). The H, is

ant,

o e .
67 Regression

The latter d}apt?:nds on the already known o measured scores of one or more variables
correlated :’Slgnl-ﬁcﬂﬂllj" with the variable to be predicted. In e:ny AT ariabl;:
1o be predicted is called the dependent variable or crf:rerian fﬂrgt]}-mt rE:g;egsiun . the
yariable(s) whose known or measured score(s) may form the basis of the predic;iun,

rshuulﬁ:l b{l: calI‘r:d _the l.Ildepcnd{:ni variable(s) or predictor(s), In every regression, there
is a single criterion ; but there may be one or more predictors in a regression.

6.7.1. Types of regression

Regression may be broadly classified into simple and multiple regressions
depending on the number of predictors used. In all types of regression, scores of a
single variable would be predicted; but where the known or measured score of a
single predictor is used in working out the regression, the latter is called a simple
regression, while the scores of more than one predictor are used in predicting the
score of a criterion in a multiple regression. It should be understood that in predicting
the score of a criterion in any individual, the predictor scores of the same individual
must be used ;: moreover, there must exist significant simple correlations between the
scores of the criterion and those of each predictor. An example of simple regression
is the regression of the blood insulin concentraion (X,) in a patient on his/her blood
sugar concentraion (X,), X, and X, being respectively the criterion and the predictor.
A multiple regression of the O, consu mption (X,) may be worked out in a locust on
the combination of scores of its tracheal ventilation (X;) and the O, tension (X;) in

its inspired air— X, is the criterion here while X, and X, are two predictors.
Regressions may again be classified into h'lnear and n_on_hnear regress.:'nns,
depending on whether there is respectively a linear association or a I?Dll]:ll'l.'EE.lI'
association between the criterion and the predictor. For example, if the criterion is
linearly correlated with the predictor, the scores of the former are prt_:di::ted by working
out an equation for a straight line, depending on the linear association between the

two, On the contrary, if the criterion has 2 nonlinear correlation with the predictor,
scores of the criterion have to be predicted in terms of a curved l.me hke_ a sigmoid
rding to the form of their association.

or hyperbolic or exponential curve, acco
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moment r

& cumputﬂhKendalI‘s fau between two variables and find its significance,

® know w EI'l H.Il]d how partial and multiple linear correaltions are worked out
and their significances are found out, :

@ umflcrr::and what is me:al:lt by regression and know its different types and models,

L dﬂh{i.;n e th.e assumptions and properties of simple linear regression,

@ work out simple linear regression for predicting the score of one variable on
the measured score of another, and :

® know whu?n a.ncl how to work out multiple linear regression of one variable on
the combination of observed scores of two or more other variables.

B._Z Correlation

Correlation is the quantitative estimation and numerical expression of the
magnitude or strength as well as the algebraic sign or direction of the association
between two or more variables in a system. The correlation coefficient serves basically
as a measure of the intensity or degree of association between the variances (Sub-
sections 2.6.3 and 5.2.1) of two or more variables in the cases of the sample, while
its algebraic sign is the indicator of whether those variables vary in the same
direction or in opposite directions. The correlation coefficient is the sample statistic

for correlation and ranges from —1.00 to +1.00 in value.

6.2.1. Types of correlation

Correlation may be simple or multiple, according as it is computed between two
variables or more than two variables. For example, there may be a simple correlation
between trunk length and wing length in a sample of cockroaches ; on the contrary,
there may be a multiple correlation between oxygen consumption and the combination
of atmospheric oxygen tension and tracheal ventilation volume in a sample of locusts.

Correlation may again be linear and nonlinear, according as the relation between
the variables conforms to a straight line equation and a linear graph, or follows the
equation of a curved line and a nonlinear graph. For example, there may be a simple
linear correlation between body weight and gill weight in a sample of fishes ; but
the initial velocity of an enzyme action and the corresponding substrate concentration
may have a simple nonlinear correlation, conforming to a rectangular hyperbola.

Correlation may also be either positive or negative. If high scores of a variable
are mostly accompanied by high scores of another variable while low scroes of one
are usually associated with low scores of the other, the two variables are varying in
the same direction and are said to bear a positive correlation with each other ; an
example is the positive correlation between body height and body weight in many

109

NG




o it
Hﬂ‘”ﬂen e direct meas :
jerion, WHOS® asurement 15 less precise or/and more complicated th
-omplica an that |

aten . '
Lr - other variable, while the latter is used a5 the predict
g s S ictor,
(h) A re8re ";"mf [q:::”"’” Is worked out using a statistic called the regressi
e ’ i : stans (d
(¢.8., Pyy tOr the regression of Y on X) which is a measure of thegaver;l;

rodficie™ o
ral¢ of change of criterion scores (¥) with each unit change in the scores (X) of th
e

rm,-dn:mr.
_,..--"""'-—.___ = =
6.8 Simple linear regression

.-""'"-_-'-_ "
This is the regression for predicting the probable score of a criterion (say, Y) on

the measured, known or given score of a single predictor (say, X) where the two
«ariables are linearly correlated. It may belong to either model I or model II, depending

on whether the predictor is a fixed experimental treatment free from random errors,

or a classification variable suffering from random errors. The regression of the criterion

v on the predictor X and that of the criterion X on the predictor ¥ require the working
out of two respective and separate regression equations. For linear regression, each
regression equation is an equation for a straight line (regression line) expressing the
as the linear function of the scores of the predictor. The slope
of the regression line is given by the regression coefficient which is the measure of
the average rate of change of criterion scores for unit changes in predictor scores. The
regression coefficient is used in working out the y-intercept of the regression line,
i.e., its point of intersect

6.8.1. Assumptions for simple linear regression
ustifiable for working out a simple linear

edictor (X). (i) The criterion as well as the
nt variable, scores of both being
quantitatively measurable and occurring even in infinitely small fractions of units. (ii)
Scores of each variable should form 2 wormal or near-normal distribution in the
population from which the sample has been drawn. (iii) There should exist a significant
linear corelation between the criterion and the predictor. (iv) The actual score of
criterion for each individual should occur in the sample obeying the laws of probability,
thus ensuring the representative nature of the sample with respect “1‘“1“’-' PU[_l‘Ulﬂ'ii_ﬂﬂ-
large number of cases, having an identical

(V) The actual criterion Scores (Y) of a
125

scores of the criterion
ion with the ordinate scale for criterion scores.

Following assumptions should be j
regression of a criterion (¥) on a single pr
predictor should be continuous measureme



L () may be estimated by the SE of estimate (s, for ¢ 0 i
o i rion scores. Thus, for the respectiye regressirxn equ:;ﬁn b
i ons,

2 ¥ —
—':IF lrrH 1 Sﬂ_sx‘ﬂﬂl_r:r"

¢.8.3. Computation of simple linear regression

Srx

1. Regression of Y on X :
(i) Computation of byy using sum of products :
XX, g_2x¥ = 2N Y

‘i;: s ——y
n n 2(X-X)*
(i) Computation of b, using raw scores :
byy = nZXY - ¥X3Y :
nEX* - (2X )’

(iii) Computation of a,, and regression equation :

@ =Y ~byX; Y=a,+h,X.

2. Regression of X on Y :
(i) Computation of b, using sum of products :

S - XY=
X=—; Y=—£; bx}.=2("{ X}EYZ L)
n n 2(Y-Y)
(ii) Computation of by, using raw scores :
K nZXY_—EX Y

b R o ¢
sy (2Y)
(iii) -‘Computation of a,, and regression equation :

HXY:X_"bXFF; ﬁ-=aﬂ+bx}'y‘

3. Drawing of the regression line :
Several predictor scores are chosen from within their range in the sample, for

computing the corresponding criterion scores with the help of the regression equation.
The computed criterion scores are plotted against the respective predictor scores on
a graph paper and the plotted points are used in drawing the regression line. (See

Example 6.8.1.)



aro 0% ¥ aﬂu y associated with |
But if HE! o latte? - arying in o -
samples e while high scores 2| asually v PPOsite
of B.Ilﬂthﬁr[;ar} ¢ gCOres f th ation ac.h Dl.hﬂf 5 for E'xample,
(L ) ] : 3
muni a:::i (he variables bear & egat i"f 7 level and blood insulin level iy
a negative correlation exists be gen - |
i { correlation is expressed nuTHEiﬂan.)ﬁdil’:;E;Hih&iE
l . § i alue 1k e
1 mWhﬂEl tgg t[;c alglzubdr:i:drf- sign preceding the numerical v
~1.00 to + 1.\, >
the correlation is positive OF negative.
6.2.2. Properties of correlations : : .
General properties Of correlations are summarized below. (i) A core tion
i . would hold good only

coefficient worked out with a sample g pﬂpumuﬂ;ulamn from which the
within the limits of the particular stratum -
onditions and
sample has been drawn. and would also ked out with
situations p:ﬂvaﬂing during the work. Thus, a cort .ﬂ ks
a sample of adults may ot nold good for children of the same quulaUUn, or t?*ﬂt
worked out with a sample of females may not apply 10 males. (ii) A correlation
coefficient between two variables does nct necessarily indicate that variations of one
of them may be either the cause O the effect of variations of the other ; their
correlation may very well have ~risen from the association of some other variable in
common with both of them. ( iii} A correlation coefficient cannol directly predict the
score of one of the variables from that of the other in the same individual. (iv) The
correlation coefficient between two variables varies from sample to sample even
when they have been drawn from the same population ; so, the sample correlation
coefficients (r) lie dispersed around the population correlation coefficient (p) to form
a sampling distribution of r values, owing to their respective sampling errors.

be confined within other C
elation coefficient WOl

6.3 Product-moment correlation

. Karl Pcarsr.m’s product-monent correlation coefficient or Pearson’s r is a simple

inear c'f:rrefajrmu coefficient, used in correlating two variables which have af

association with eack other. ¢ a lincat
6.3.1. Assumptions for product-moment r

Product-moment » can be appli
5 : pplied for correlati e o
faﬁﬂﬂfy assumed that the following cnndilinniuotg [?iﬂ }’-illﬂbles, only if it ¢S
under investigation. (i : $ or cnitena are fulfilled | |
Wﬂmrzmenrgy ﬂffﬂbfgs'} E.r?i :}i]lf:‘ variables being correlated should 15}2 l:u;?iﬂm‘:rﬁ |
en in infinitely small[ fe cir ECI‘EJI"EE quantitatively measurable : [ﬂﬂs |
‘tional units, with no gaps in the ' d!nd Dc{:;"' o
respective SC es ¢
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Table 6.6. Computatiop, of b
¥

/f,,-— X Y —————_____;_ff_ﬂ_er scores,
2
89.1 49 ?938*00 <3180
72.0 35 5134-21 o
.00
87.5 4.7 7656.25 yiss
75.2 A 5655.04 o
el
83.5 4.3 6972.25 359.05
71.6 3.4 5126.56 1
: 243.44
85.6 4.4 7327.36 376.64
76.3 3.8 5821.69 289.94
__E 785.0 40.0 - 62153.20 3177.75
Yy 7850 =
e _ 735 }’:E=@=4ﬂ.
" 10 n 10

_ nEXY—3XSY _10x3177.75-7850x400 _ o
T oyx?—(2X):  10%6215320-7850° e

3. Computation of ay, and regression equation :

ayy =Y —byy X =4.0-0.071x78.5=-1.57.

V=4, +b, X, or Y=-157+0071%

4. Drawing of regression line ! e .
Four X scores are chosen at random from within the range of X in the data

and used in computing the respective j scores.

(i) Where X =70, Y =a,, +bxX _ ~157+0071x70=34"

(ii) Where X =75, P =a, +hxX = _157+0071%x75=38.

7 =41].
(iii) Where X = 80, y:aﬁ+bﬁ}f:—l.‘5?+{1(}?1x8{} 4

5 _ _157+0071x85=4>-
(iv) Where X =85, = ;nsl tﬁﬁ corresponding X score on 2 graplt paper and
g

A S i (o draw the regression line of Y on X (Fig 6.1).
0

the plotted points are used
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